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Abstract:- Automated and speedy autism detection is needed to facilitate urgently required therapy. 

However, Contrary to cancer, autism detection using microarray genetic data has not attracted much 

attention. In this paper, we investigate autism detection using machine learning techniques. Here, we 

study five chromosomal regions associated with behavioral abnormalities. The main goal is to test 

whether DNA copy number data with machine learning tools can result in an abbreviated and accurate 

instrument for classification of autism. For that propose a system comprising of four stages is proposed. 

Where at each stage we experiment with different feature reduction, classification and combination 

methods to find if it is possible to detect autism using genetic data and to find the methods that yield 

best detection rates.  

The experimental results show that our classifier-based system can achieve optimum accuracy of early 

screening of the targeted disease. Therefore, through the application of machine learning tools we were 

able to construct a classifier system that finds if a person will be or is suffering from autism even before 

any behavioral signs start to appear. We achieved optimum accuracy when tested on independent and 

unseen test data. The optimum performance of 100% was achieved using our proposed clustering with 

deleted redundancies feature selection method. The optimum performance was mostly achieved using 

a three layer neural network back-propagation classifier combined using the feature selection based 

combiner. The feature size that yields 100% classification rate depends on the chromosome data and 

the cross-validation iteration. However, for the different chromosomes it ranged between 150 and 500.  

Keywords: classifier, autism detection, combining, feature selection, neural network, nearest neighbor, 

CGH data, DNA copy number variation. 

1. Introduction: 

Autism spectrum disorder is a life-long brain disorder that is normally diagnosed in early childhood [1, 

2]. People with autism have difficulties communicating, forming relationships with others and find it 

hard to make sense of the world around them. It is varying in severity and impact from individual to 

individual, ranging from those with no speech and severe learning disabilities to people with IQs in the 

average range who are able to hold down a job or start a family. People with autism spectrum disorder 

(ASD) demonstrate significantly challenging behaviors; most need specialist support and care. First 

identified more than 50 years ago, autism has received a great deal of attention in recent years and it is 

one of the most common neurological developmental disorders. No one knows exactly why but the 

brain develops differently in people with autism. The absence of a clear understanding of what causes 

autism makes finding effective therapies very difficult. It is now widely accepted by scientists that a 

predisposition to autism is inherited with the underlying genetic cause of up to 40% of autism cases 

identified up until now [3]. Identification of the condition is at present based solely on observed 

behaviors. The behavioral method of identification requires experts at special medical centers. The 

behavioral exam is divided in to four modules where each is geared towards a specific group based on 

language and age group [4]. This observational test must be run by a certified professional. The time 
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used from observation to scoring is between 60 to 90 minutes [5]. Due to these limiting requirements 

families with potentially autistic children that require a diagnosis may wait as long as 13 months [6]. 

The delay in the detection and diagnosis leads to a delay in the delivery of critically needed speech and 

behavioral therapies that have significant positive impact on a child’s development. Therefore, shorter 

approaches for early detection are needed.  

Genetically, the advancement in technology lead to microarray sequencing which produces high 

resolution genetic data and lead to the understanding of the complex dynamic interactions 

between complex diseases and the biological system components of genes and gene products. 

Genetic variations are found in both apparently normal-species forming their unique features 

and diseased-species as genetic disorders. These variations may be de-novo and may contribute 

significantly to disease susceptibility. Further advances lead to a new technique that measures 

DNA copy number variations (CNVs), where the intensity values represent number of DNA 

copies at specific genetic positions along the genome. Using machine learning terminology the 

produced values represent the features in each sample of our data. Similar to most gene based data, the 

array comparative genomic hybridization (aCGH) [7-9] is a molecular cytogenetic-based approach used 

to generate the DNA copy number data with a very high dimensionality feature vector that contains 

much irrelevant information. Therefore, there is a need for an advanced and unique classification system 

that can use DNA data to identify autism. The system will enable us to improve early screening and 

diagnosis, in order to achieve timely and effective intervention. However, the data has a very small 

sample size, leading to the curse of dimensionality. The data is also difficult due to the overlap between 

class distributions. Therefore, we need to initially preprocess it then use proper feature selection 

methods to reduce its dimensionality, before any classification system is designed. The need for 

machine learning tools that deal with the different stages of this problem is clear and obvious. 

Machine learning tools are increasingly being used in many application areas to automate decisions. 

Researchers faced with the task of classification use classifiers or mathematical models that are able to 

perform the task of classification or decision making, based on a previously provided data. These 

classifier models or experts have an ability to spot trends and relationships in large data sets which 

makes them well suited for many applications. In the field of medicine, classifiers are used to accurately 

classify diseases, genes, tumors, and other medical phenomena [10, 11, 12, 13, 14]. Many have 

evaluated the performance of classification and feature selection pairs in microarray experiments on 

cancer detection problems to find the most appropriate machine learning tools. However, the main focus 

of this study is to use genetic dataset in the form of DNA copy number to detect autism using machine 

learning techniques. In this type of data the selected features are the genomic position which could 

include a gene or part of a gene. Details on the dataset, its background and generation are available at 

[15]. 

Furthermore, there have been rare attempts to detect autism using machine learning tools. The work by 

Wall et.al. [16] uses machine learning techniques on behavioral data for autism detection. They 

experiment with several variations of the decision tree and the nearest neighbor classifiers. Another 

technique for autism detection is an advanced sensor system that reads brain signals to detect autism, 

which is still experimental with small success. Stephen Scherers’ team attempted to use the genome 

with the traditional genetic analysis method to distinguish between children with autism, but without 

success until they found a link between copy number variation and autism [17]. 

We will experiment with different feature reduction, classification and combination methods to find the 

best system for autism detection using DNA copy number, GCH, data. The paper is organized as 

follows. Section 2 presents a background on previous research involving the use of machine learning 

techniques for detecting diseases using microarray gene expression data. Section 3 our proposed method 

for detecting autism using gene expression data is presented followed by Section 4 that demonstrates 

the genomic data description and its preprocessing method. Section 5 presents the experimental 
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methodology used to extract the biological information and design the system. Section 6 presents the 

experimental results. The paper is brought to conclusion in section 7. 

2. Prior works: 

The main focus of this study is to present the machine learning techniques as tools for identifying the 

association between the targeted disease, autism spectrum disorder (ASD) and the genetic datasets in 

the form of DNA copy number produced using the CGH method.  There is little work on aCGH data in 

the form of DNA copy number for disease diagnoses using machine learning techniques. Most machine 

learning techniques were applied to microarray gene expression data. To highlight the novelty of our 

proposed machine learning technique on high dimensional genetic data we survey prior work on 

machine learning techniques to identify diseases and disorders using any genetic data including 

microarray gene expression data.  

The literature on cancer detection using genetic microarray data and machine learning tools involve 

experiments on several research lines. Most worked on finding the best feature reduction, best 

classification and best combination methods. Others investigated cluster analysis and microarray data 

integration. Our work involves experiments on finding the feature reduction method suitable for our 

data, and the classification and combination methods that yield optimum detection rates, given the 

microarray data specifically prepared for autism detection. 

An overview of existing methods of microarray based classifiers is presented by Boulesteix et.al. [18]. 

Emphasizing the suboptimal procedures in existing methods of classifier evaluation and validation, they 

address accuracy measures, error rate estimation procedures, variable selection, choice of classifiers 

and validation strategy. They also address a common mistake by researchers that use the test set with 

the training set in designing the feature reduction algorithm. They found that many fail to use an 

untouched test set for predicting the performance of their designed system. They also point out the need 

to use a 10 fold cross validation. All these recommendations are implemented in our experimental 

methodology.  

The majority of work on using machine learning tools for microarray gene expression data problems 

focus on proving the advantage of combining when dealing with such problems. As can be gleaned 

from the literature in Table 1 various machine learning tools and methods have been presented and 

proposed to detect diseases from microarray gene expression datasets. Most are comparing the 

performances of different types of feature selection methods, classifiers and/or combiners. They show 

that some methods are not always successful and suffer from drawbacks. The overwhelming majority 

of work is for the detection of cancer. No previous work was found for the detection of autism using 

aCGH data in the form of DNA copy number. However, recently authors in [19, 20] use microarray 

gene expression data for the recognition of autism. They investigate gene selection methods to find the 

most representative input attributes for an ensemble of classifiers. They find the contents of small set 

of the most important genes associated with autism. The selected genes are used in a classifier system 

to recognize autism. They experiment with SVM classifiers only. In contrast our study is based on using 

finely-tiled oligonucleotide aCGH microarray data that investigates different feature selection, classifier 

and combiner methods. Other papers have investigated the integration of microarray data, which is a 

form of data fusion. Authors in [21, 22, 23] investigated the integration of microarray data to yield 

improved clustering results. Anna et.al [24] proposed using a formal concept analysis approach for 

analysis of clustering solutions. They integrate data from different microarray data sets and use 

clustering to pool together clustering solutions that are further analyzed by the Formal Concept Analysis 

method, FCA. Yves et.al. [25] overview many clustering methods where some are specific to 

microarray data then present a clustering algorithm called adaptive quality based clustering that 

addresses several shortcomings of existing methods. They present a web tool that allows easy analysis 

of microarray gene data for motif finding. Motifs are overrepresented patterns in DNA. 
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Table 1 Summary of  previous work using machine learning techniques for cancer detection using 

microarray gene expression data. 

Author Feature selection classifiers combining Data sets Remarks 
Kim et. Al. 
[26] 

7 feature selection 
methods 

MLP, SVM and 
k-nearest 

neighbor 

classifiers 

find the best 
ensemble using 

an evolutionary 

algorithm 

two cancer data 
sets, lymphoma 

and colon 

They mix different feature selection 
methods with different classifiers to 

make a diverse ensemble 

Cho and 
Won [27] 

7 feature selection 
methods 

4 classifiers They combine 
the classifiers 

using majority 

voting, weighted 
voting, and 

Bayesian 

approach 

three cancer: 
leukemia, colon 

and lymphoma 

data set 

paired a neural network classifier with 
principle component analysis feature 

reduction method for a tumor data. also 

paired the support vector machine, 
(SVM), with the signal to noise ratio 

feature selection method for the 

ovarian tissue dataset 

Cho and Ryu 

[28] 

Feature selection with 

non overlapping 

correlation 

6 classifier 

types 

Combine pairs of 

classifiers 

trained on 
different feature 

subsets. voting, 

weighted voting 
and a baysian 

combination 

three cancer   

Dudoit et. al. 
[29] 

Not discussed 3 classifiers: 
LDA, nearest 

neighbor and 

decision tree. 

Bagging and 
boosting 

leukemia, 
lymphoma, 60 

cancer cell line  

 

Lee et. al. 
[30] 

3 feature selection 
methods 

21 
classification 

methods 

 7 cancer data show the choice of feature selection 
technique has a large impact on 

classifier performance 

Tan and 
Gilbert [31] 

None  C4.5 decision 
trees 

bagging and 
boosting 

7 cancer   

Dettling [32] Incorporated in 

combining 

SVM Bagaboost, 

RSM, bagging 

6 cancers; 

Leukemia, colon, 

prostate, 
lymphoma, tumor, 

brain 

merge bagging with boosting 

Dettling and 

Buhlmann 

[33] 

Feature preselection 

method; nonparametric 

rank based equivalent to 

Wilcoxon’s two sample 
test. 

Logitboost, 

nearest 

neighbor, 

decision tree 

modify boosting Leukemia, colon, 

prostate, 

lymphoma, tumor, 

brain 

 

Valentini et. 

al. [34] 

None  SVM bagging leukemia and 

colon  

 

Xu and 
Zhang [35] 

Features are selected 
from dynamically 

adjusted bootstraps of the 

training dataset 

SVM bagging leukemia and 
colon 

Suggest boost feature subset selection 
 

Golub et.al. 

[36] 

Unsupervised class 

discovery 

class discovery 

procedure to 

classify 

 two types of 

unsupervised 

leukemia, 
Lymphoblastic 

and myeloid 

 

Loris et.al. 

[37] 

4 different feature 

selection methods to 
produce feature subsets 

for combining 

SVM Feature subsets several cancer  

Yuehui Chen 
et.al. [38] 

extract genes and reduce 
dimensionality using a 

correlation analysis 

technique 

EDA classifiers Claim a novel 
ensemble 

method 

4 cancer  

Sung-bae 
Cho and J. 

Ryu [39] 

several feature selection 
approaches that are based 

on  correlation analysis 

or the signal to noise 
feature selection method 

MLP Neural, 
SVM and kNN 

Neural fusion Lymphoblastic 
leukemia, myeloid 

leukemia 

present a classification framework that 
combines a pair of classifiers trained 

with mutually exclusive features 

Sung-Bae 

Cho and 
Hong-Hee 

Won [40] 

2 feature selection 

methods 

4 classifiers:, 

SVM, kNN, 
MLP and self-

organizing 

maps 

Vote, weighted 

vote and baysian 

3 types of cancer 

 
 

 

Javed Khan 

et.al. [41] 

PCA neural networks 

 

No combining 

done 

cDNA microarray 

for tumor 

Find the minimum gene set that can 

correctly classify the samples 
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Another problem that has drawn the interest of researchers working on gene classification is the class 

imbalance in microarray data problems. Hualong Yu et.al. [42] address the problem, and transform the 

multiclass to multiple binary classes, which is an evolving version of the random subspace method. 

Next, they attempt to correcting the class imbalance by random under sampling or decision threshold 

adjustment. They use SVM as a base classifier and a modified voting fusion strategy. They experiment 

with 8 cancer microarray datasets and propose a class insensitive classification method. Our data doesn’t 

suffer from class imbalance before the cross validation is applied. Authors in [42] also confirm that 

DNA microarray data are known to contain noisy and redundant genes that must be preliminarily 

eliminated. They delete redundant features using Pearson correlation coefficient as a similarity measure 

and signal to noise measure to remove noisy genes. We use a simpler distance method of direct sample 

subtraction to compare features after clustering. 

3. The Genome data 

3.1. Data Description  

Contrary to most studies that use the gene expression level where the genes are the selected features 

that represent the sample to be identified, in this study, we use the DNA copy number where the selected 

features are the genomic position which could include a gene or part of a gene. 

Even though the DNA copy numbers variations occur frequently in the genome of normal people, 

especially in the segmental duplication regions (SDs), it has been demonstrated that some variations are 

associated with behavioral and developmental abnormalities such as cognitive impairment, autism, 

mental retardation, and possibly psychiatric diseases. Different studies tested the whole genome and 

detected autism-related abnormalities in five SD-rich intervals [15]. Therefore, autism is correlated with 

DNA copy number variations (DCV).  

A case-control study has been conducted by [15, 43] using high-resolution of 1 probe/160 bp array 

comparative genomic hybridization (aCGH) [7 - 9] with probes covering both low copy repeats (LCRs) 

and surrounding sequences to evaluate 71 children with autism (AU) and 71 typically developing (TD) 

controls matched for ethnicity and gender. To determine if smaller, more common copy number 

variations (CNVs) within unstable segments of the genome contribute to autism susceptibility, five 

LCR-rich regions have been examined by [15, 43] where recurrent rearrangements are associated with 

neurobehavioral disorders.  They designed a custom 385K oligonucleotide array from Roche 

NimbleGen Systems, Inc. (Madison, WI, USA) targeting five genomic intervals with an average probe 

density of one probe every 120 bp in segmental duplication-containing intervals and one probe every 

200 bp in unique sequence regions.  

 

Our study is confined to analyze and detect the recurrent variations across the five LCR-rich intervals 

used by [11] which have a total length of 75Mb using finely-tiled oligonucleotide arrays. The five 

genomic regions were chr7: 61 058 424 – 82 000 033 (20.9 Mb), chr10: 77 000 071 – 91 999 959 (15.0 

Mb), chr15:18 260 026 – 34 999 973 (16.7 Mb), chr17:12 000 112 – 22 187 066 (10.2 Mb) and chr22: 

14 430 001 – 26 000 041 (11.6 Mb). Segmental duplication (SD) containing regions accounted for 

24.5% of the sequence on the array (18.2 out of 74.4 Mb). The 5 low-copy repeats regions with (SD)-

rich are summarized in Table B1. Table B2 presents the genotype and the phenotype of neural abnormal 

behavior risk that include but not limited to the 5 studied regions in Table B1.  

 

The experimental method, quantitative polymerase chain reaction (PCR) [44], has been used by [15, 

43] to evaluate the association of some of the detected regions and the targeted disease. The sensitivity 

and specificity of the five-LCRs intervals were evaluated by comparing CNV data from two control 

samples with CNV data from orthogonal whole-genome platforms as reported previously by [15]. They 

utilize two complementary CNV detection algorithms and PCR validations and estimate a true positive 
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rate between 71.25 and 80% and false positive rate between 5.1 and 6.6% high-confidence set of CNVs 

detected with a different CNV. Details for the five-LCRs experimental methods, including platform 

comparisons, CNV calling criteria, subjects recruited and ascertained are provided in the Supplementary 

Material, Methods by [15]. The availability of the dataset used in this study is upon request by [15]. 

Table 2 Studied intervals of each chromosome data 

chromosome Start end length 

7 61058424 81999980 20,941,556 

10 77000071 91999901 14,999,830 

15 18260026 34999924 16,739,898 

17 12000112 22187009 10,186,897 

22 14430001 25999992 11,569,991 

 

3.2.Data Preprocessing 

Before any feature selection and classification is performed, at the first stage, we need to clean-up the 

data to improve its quality using the preprocessing method. A brief description of the applied 

preprocessing method is presented as follows.  

For a given aCGH profiles, the data can be modeled as piecewise constant autoregressive (AR) 

processes excited by additive white Gaussian noise (AWGN). Formally, 

y[n]= f[n] + w[n].  n=0, 1, 2, ... ,N – 1    (1) 

where y[n] is the observed DCN data, w[n]is AWGN and f[n] is the true signal to be estimated with M 

segments defined as  
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Before further analysis, we apply a Bayesian-based estimator approach [45], to identify and detect the 

variant regions by discritizing the normalized aCGH datasets. The method can be summarized as 

follows. 

 

1. Estimate the number of variant segments using minimum description length (MDL) [10] algorithm. 
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where mk is the number of estimated parameters or equivalently the dimensionality of the unknown 

parameters Ai’s and ni’s with k breakpoints. 

2. Estimate the values of the breakpoints ni’s of the variant segments maximizing the likelihood ratio 

test (LRT) or minimizing the least square errors. 
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3. Evaluate the predicted segments values using the sample mean for the points within the segment 

boundaries. 
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4. Experimental methodology: 

In this paper, we present a robust method for efficient autism detection using CGH data and machine 

learning tools. The presented method is tackling the difficult tasks due to the large dimensionality of 

the data set, the high overlap in the class distributions and to the small sample size common for genetic 

studies. The complete autism detection process is illustrated in Figure 1. The process involves several 

stages; starting from the data preprocessing stage, the feature selection or reduction stage, the classifier 

design stage and ending at the classifier combination or decision fusion stage. After preprocessing the 

data using the method presented by [45], we experiment with different methods that reduce the 

dimensionality such as principal component analysis, PCA and clustering techniques. We experiment 

with nine different feature reduction methods that are derived from the two existing methods of PCA 

and clustering. PCA method is normally used in image processing or multispectral imaging research. 

Clustering method finds features that form more compact clusters with high between class separability. 

Different variations of clustering are examined to find the best one. At the last two stages of 

classification and combination, our experiments involve five classifiers and three combiner methods in 

addition to the single classifier. Classifiers that we experiment with are k-nearest neighbor, 1-nearest 

neighbor, MLP backpropagation neural networks and two types of support vector machine classifiers. 

Combiner methods we experiment with are bagging [46], random subspace method, ‘RSM’ [47], feature 

selection based combiner, ‘FSC’ [48, 49], in addition to the single classifier. In all the combiners the 

classifier decisions are fused using the sum soft fusion strategy [50, 51]. Our experiments involve 

different feature set sizes where we found the minimum size that yields an optimum performance.  

 

Figure 1 is a block diagram of the complete system from sampling to detection. 

The success of our system on autism gene data may prompt others to use the same for other diseases 

and for the detection of cancer using their microarray gene expression data, in addition to setting the 

stage for a quicker autism detection method.   

Simulation experiments are conducted using Matlab. The data is partitioned in two training and test sets 

based on the 10 fold cross validation method. The training set is used at the feature selection stage to 

select the best features. It is also used to design the classifiers and combiners while the test set is used 

to measure the classification rate of the system. The classification rate is found by dividing the total 

number of correctly classified test samples by the total number of test samples.  The features used in 

the test set are the ones initially selected using the training set. Furthermore, the training set is divided 
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in two equal sets; training and validation sets. Classifier and combiner methods are validated using the 

validation sets.  

We repeat the experiments using five classifiers as described below, and three combiners for each type 

of the classifiers. The fusion method used to combine the classifiers is Sum [50, 51] fusion method. 

Therefore, our system for autism detection consists of the following stages after conversion of genetic 

information found in a human sample to digital genetic data using microarray sequencing of gene 

expression levels. 

1- Preprocessing of genetic data based on the method of [45]. 

2- Feature selection to reduce data dimensionality. 

3- Classifier design or training. 

4- Classifier combination and decision fusion. 

For some combiners the third and fourth stages are merged in one step.  

For the first stage we use the method of [45] as described in the previous section. The methods of 

stages 2 to 4 are described next.  

In the results section we present boxplots that compare the rates achieved from the different methods. 

On each box, the central mark is the median, the edges of the box are the 25th and 75th percentiles, 

the whiskers extend to the most extreme data points not considered outliers, and outliers are plotted 

individually as a plus. Points are drawn as outliers if they are larger than q3 + 1.5(q3 – q1) or smaller 

than q1 – 1.5(q3 – q1), where q1 and q3 are the 25th and 75th percentiles, respectively. The plotted 

whisker extends to the adjacent value, which is the most extreme data value that is not an outlier. 

4.1. Feature selection methods: 

4.1.1. Multistage PCA: 

Feature selection using the training set of each chromosome is made using PCA on Matlab through the 

function “princomp”. To avoid the limited memory error due to the large number of features, for each 

chromosome data, we apply the PCA function to blocks of 6000 features where each block returns the 

best d features. d is calculated as block size divided by the number of blocks. Therefore, the total 

features out of the first stage is equal to the block size. These features are grouped in a matrix where a 

second stage PCA is applied to the group of features from the first stage. These best features are found 

using best eigenvalues that are larger than 1, 5 and 10 to form three feature set sizes. These yield a large 

reduction of dimensionality that is less than 100 features. These yield gradually smaller number of 

features referred to in the table of results as eigen1, eigen2 and eigen3, respectively. Additionally a 

fourth set which is the largest set and includes 400 features is created based on the largest eigen values. 

When selecting features in a block from the full set we experiment with two procedures, serial and 

random. Using the serial method we take the 6000 features in sequence from the fixed list of features 

until the required number of features is reached. Using the random method the required number of 

features are taken randomly, without replacement, from the full set of features. 

Table 3 number of features experimented for each feature selection type and set size, V stands for variable number of features. 

Feat. 

Set size 

sPCA rPCA Clustering PCA - 

cluster 

Cluster- 

PCA 

2nd stage 

clustering 

3rd stage 

clustering 

4th stage 

clustering 

Cluster-Del 

1 V V 50 50 V 50 50 50 50 

2 V V 30 30 V 30 30 30 30 

3 V V 10 10 V 10 10 10 10 

4 400 400 400 100 400 - - - V < 400 
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Table 4 Number of features at the three feature set sizes found using serial PCA 

Chromosome Eigen 1 Eigen 2 Eigen 3 

chr7 68 12 5 

chr10 27 6 2 

chr15 83 18 11 

chr17 44 6 4 

chr22 66 16 8 

 

4.1.2. Clustering 

We don’t aim to find classes or clusters because the classes are known. However, we aim to use 

clustering tools to find the most distinguishing features. Therefore, we attempt to use clustering tools 

to find features that yield the largest distance between the means of the two clusters and yield clusters 

with smallest standard deviation.  This can be found using the following equation, known as fisher score 

[52]. 

f1,2 =
(μ1−μ2)

2

(σ1−σ2)
     (7) 

Based on their fisher scores we sort the features in a descending order. We experiment with taking the 

best 50, 30 and 10 features, which are referred to as size 1, 2 and 3 in the tables of results. 

Additionally we experiment with a fourth very large size of the best 400 features.  

4.1.3. PCA-Clustering 

This method is similar to the two stage PCA, however at the second stage we use clustering to find the 

best features instead of PCA. Again we select the best 50, 30 and 10 features from the sorted list. The 

largest fourth size is set to include 100 features, due to the small number of features passing the first 

stage.  

4.1.4. Clustering-PCA: 

Here we sort features according to the clustering method which used the fisher score equation 7. Then 

apply PCA to the best features to obtain a new representation of the feature space where features are 

moved to a more distinguishing representation. Best eigenvectors are found by finding eigenvalues 

that are greater than 0.01, 0.1 and 0.5. The fourth set is the largest set that includes 400 features from 

the sorted list of features with highest eigen values.  

4.1.5. Staged Clustering, “2nd, 3rd, 4th”: 

This is a feature selection method that is proposed by us and is based on clustering but we take the most 

different features by measuring the Euclidean distance between features. The furthest 1000 are taken 

and clustering is applied to them. Next, from this sorted list the furthest 500 are taken and clustering is 

applied to them to create the 2nd stage sorted cluster set. Next for this sorted list the furthest 100 are 

taken and clustering is applied to them to create the 3rd stage cluster set. The 4th stage cluster set is 

created by taking the furthest 50. These are referred to as 2nd stage, 3rd stage and 4th stage. For each 

of these three feature selection methods we consider three feature set sizes that are used by the 

classification system. The feature set sizes are 50, 30 and 10 features, referred to as size 1, 2 and 3 

respectively. No fourth large set size exists for this method. 

 

4.1.6. Clustering with deleted redundancies, “Cluster-Del”: 

This Feature selection method finds the best features according to the clustering method of equation 7, 

then sorts them. The top 10000 features with the highest fisher score are considered for further 

processing where the similar features are deleted. The remaining number of features varies. For example 

for chromosome chr7 at cross validation 1 it is 1032. Indicating a high redundancy of features in the 
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data. The process of fisher clustering is repeated again on the remaining features and the top 500 features 

are considered for deletion of similar features. For example for chromosome chr7 at cross validation 1 

the remaining number of features after removal of similar features is 297. Note that we may have similar 

features at the second stage which were not removed at the first stage. This is due to the redundancy 

removal algorithm which skips a feature if two consecutive ones are similar to the original feature under 

investigation. Whether redundancies are removed at the first stage or at two stages does not affect the 

final outcome of features. Similar to the rest of the feature selection methods we also experiment with 

three other feature set sizes created by taking the top 50, 30, and 10 features from the sorted and deleted 

list of the second stage. 

 

Table 3 presents the number of features used for each feature selection method at the four sizes under 

investigation. V stands for a variable number of features for each cross validation and chromosome 

type. For sPCA for example at cross validation 1 we obtain the number of features displayed in Table 

4  

4.2. Classifier types 

For the nearest neighbor classifier we experiment with two values of k set at 1 and √𝑁 , where N is the 

square root of the number of training samples. The distance metric used is the mahalanobis metric. The 

neural network classifier used here consists of three layers. The transfer function or output of the first 

two layers is log-sigmoid, while that of the output or third layer is purelin, see Figure 2. The network 

training function used is backpropagation. The number of neurons in the first layer is equal to the 

number of features, while that for the hidden (second) layer is set at 5. The number of neurons at the 

output layer is equal to the number of classes, which is two. For the support vector machine, SVM [53], 

we experiment with two SVMs; one with RBF sigma and box constraint values set to 1, and a second 

with these parameter values calculated using the training set and set to 0.3.  

 

Figure 2 types of neural activation functions 

4.3. Combiner systems: 

Bagging predictors proposed by Breiman [46], is a method of generating multiple versions of a predictor 

or classifier, via bootstraping and then using those to get an aggregated classifier. We set the number of 

multiple versions of classifiers to 25, as recommended by Breiman [46]. The total number of samples 

in each bootstrap set is equal to those of the original training set. The second combiner ‘RSM’ [47] aims 

at creating diverse classifiers by assigning different features to each classifier. The number of features 

is set at a fixed value, m, less than the total number of features. Each classifier is assigned a subset of 

features that are randomly selected without replacement from the full feature set. This results in 

classifiers having different views of the data space. We set m to equal 67 percent of the total number of 

available features. In comparison to 50% recommended by [47] we found better rates are achieved at 

67%. The number of combined classifiers is set equal to bagging at 25. 

The third combiner is the feature selection based combiner, FSC, proposed by Alkoot & Kittler [48, 49] 

and it is based on the principal that the feature selection and the combiner performance are linked. The 

best feature subset is selected for each classifier based on the combiner system performance instead of 

the individual classifier performance. The maximum possible number of classifiers that can be fused in 



11 
 

the system is limited by the number of available features. We have set it to 5 maximum number of 

classifiers. Any feature selection method can be used to add the best feature subset such that the 

combiner system error rate is minimized. For each classifier under construction one feature is inserted 

at a time and the system performance is checked. After checking all features the feature yielding the 

best system performance is inserted to the classifier under construction. When the feature insertion 

process is completed for the maximum number of classifiers in the system the process is repeated from 

the first classifier until all features are used up or the system error rate is not improved by the insertion. 

The process continues as long as the addition of a new feature does not degrade the system performance, 

and there are an unused number of features. However, on the first run across the classifiers we add a 

feature even if it does not improve the system. That is we force the insertion of the best feature to the 

classifiers, even if that does not improve the system. The feature selection method used is the 2-forward-

1-backward method. 

5. Results: 

We are interested in monitoring the performance of the different methods at each stage separately. 

Comparing the results of the feature selection methods, at the second stage, given the different 

classifiers and combiners indicates that the three PCA based methods yield lower rates that are mostly 

in the 60’s. We also noticed that increasing the number of features, by reducing the eigen value of 

acceptable features, does not yield a significant improvement of results. For the clustering based feature 

selection methods we found that rates are mostly in the 70’s and occasionally in the 80’s. The increase 

in the number of feature set size yields an improvement in the performance.  

Table 5 Best classification rate achieved by each Feature selection method 

Chromo Eig
en 

Cluster
-Del 

Clstr 2nd stage 3rd stage 4th stage Clstr-PCA PCA-Clstr sPCA rPCA 

chr7 1 77.86 70.71 70 64.29 65.71 74.29 63.57 68.57 69.29 

 2 73.57 69.29 70 60.71 65.71 68.57 66.43 70 72.14 

 3 69.29 70 70 58.57 67.14 67.14 68.57 76.43 75.71 

 4 100 72.86 - - - 69.29 65 72.14 70 

chr10 1 65 70.71 57.86 67.86 67.86 70.71 64.29 67.14 67.86 

 2 65 71.43 58.57 66.43 68.57 72.14 57.86 64.29 65 

 3 61.43 70.71 60 68.57 68.57 64.29 56.43 56.43 62.86 

 4 100 70 - - - 66.43 59.29 67.86 68.57 

chr15 1 80.71 75.71 77.14 82.86 82.86 82.86 70 68.57 70 

 2 78.57 75 75 80 80 79.29 63.57 64.29 64.29 

 3 83.57 74.29 66.43 77.14 79.29 67.86 60 63.57 62.14 

 4 100 81.43 - - - 73.57 67.14 60.71 56.43 

chr17 1 79.29 82.14 87.14 76.43 74.29 73.57 69.29 65.71 67.86 

 2 78.57 80 85. 74.29 74.29 73.57 65 67.14 65.71 

 3 75.71 80 83.57 73.57 73.57 65.71 58.57 67.14 67.14 

 4 99.29 86.43 - - - 74.29 65.71 70 68.57 

chr22 1 68.57 76.43 71.43 68.57 71.43 71.43 64.29 67.86 69.29 

 2 65.71 74.29 71.43 68.57 70.71 70.71 65 68.57 67.86 

 3 67.14 71.43 76.43 68.57 67.14 67.86 60.71 70 72.14 

 4 99.29 75.71 - - - 69.29 63.57 72.14 68.57 

chr all 1 80 77.86 76.43 77.14 77.14 76.43 71.43 65.71 66.43 

 2 79.29 77.86 74.29 76.43 76.43 72.86 66.43 69.29 64.29 

 3 74.29 77.14 70.71 71.43 71.43 69.29 67.86 65 62.86 

 4 98.57 90 - - - 76.43 70 69.29 66.43 

 

We found that the “Cluster-Del” method outperforms all other methods at the largest feature set size 

reaching the optimum 100% or closely lower, for all chromosomes. At lower feature set sizes lower 
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rates are achieved where different feature selection methods rank top at the different chromosomes. 

“2nd stage clustering” method is best at chr17 and smallest feature set size of chr22. Regular clustering 

is best at chr10 and chr22. 3rd stage, 4th stage and cluster-PCA are best at chr15 sizes 1 and 2. PCA is 

best only at the smallest feature set size of chr7. At the rest of the sizes and chromosomes Cluster-Del 

is best.Error! Reference source not found. shows the maximum rate achieved by each of the feature s

election methods at the different chromosomes and feature set sizes. Error! Reference source not 

found. shows the performance of the Cluster-Del feature selection method and its difference with the 

other methods at all sizes. Table 7 presents all rates that are insignificantly lower than the maximum. 

Calculation of significance is made by finding rates that are lower by less than five percent of the amount 

needed for the maximum rate to reach perfect classification, i.e. 100%. This can be found through an 

equation which finds the lowest classification rate considered insignificantly lower than the highest rate 

achieved,  

Closest lower acceptable classification rate = Highest rate – ( 5% x (100-highest rate)) 

 

Figure 3 display of best combiner at each chromosome size and feature selection method. 

At the third stage, we compare classifier performances, by looking at Figure 8 and Table 7. We found 

that the best achieved rate using Cluster-Del feature selection method at the largest feature set size, was 

using the neural network classifier combined using FSC, except at chromosome chr15. kNN and 1-NN 

occasionally achieved the maximum rate at chr10 and chr15, when combined using bagging or FSC. 

All three classifiers, neural network, kNN and 1NN, yielded the maximum rate using FSC for the N-all 

data. For this data 1-NN also achieved the best rate using bagging. 
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Table 6 Difference in classification rate between the cluster with deletion, Cluster-Del,  feature selection 

method and the eight other feature selection methods. Negative values indicates how much the Cluster-

Del yielded a lower classification rate. 

Chromo Eigen Cluster-

Del 

Clstr 2nd stage 3rd stage 4th stage Clstr-

PCA 

PCA-

Clstr 

sPCA rPCA 

chr7 1 77.86     7.15  7.86 13.57 12.15  3.57 14.29  9.29  8.57 

 2 76.43     4.28  3.57 12.86  7.86  5.  7.14  3.57  1.43 

 3 72.14    -0.71 -0.71 10.72  2.15  2.15  0.72 -7.14 -6.42 

 4 100.00   27.14     30.71 35. 27.86 30. 

chr10 1 65.71   -5.71  7.14 -2.86 -2.86 -5.71  0.71 -2.14 -2.86 

 2 66.43   -6.43  6.43 -1.43 -3.57 -7.14  7.14  0.71 0 

 3 62.14   -9.28  1.43 -7.14 -7.14 -2.86  5.  5. -1.43 

 4 100.00   30.     33.57 40.71 32.14 31.43 

chr15 1 81.43    5.  3.57 -2.15 -2.15 -2.15 10.71 12.14 10.71 

 2 79.29    3.57  3.57 -1.43 -1.43 -0.72 15. 14.28 14.28 

 3 83.57    9.28 17.14  6.43  4.28 15.71 23.57 20. 21.43 

 4 100.00   18.57      26.43 32.86 39.29 43.57 

chr17 1 80.71   -2.85 -7.85  2.86  5.  5.72 10. 13.58 11.43 

 2 81.43   -1.43 -6.43  4.28  4.28  5. 13.57 11.43 12.86 

 3 75.71   -4.29 -7.86  2.14  2.14 10. 17.14  8.57  8.57 

 4 99.29   12.86    25. 33.58 29.29 30.72 

chr22 1 70.00    -7.86 -2.86       0 -2.86 -2.86  4.28  0.71 -0.72 

 2 65.71   -8.58 -5.72 -2.86 -5. -5.  0.71 -2.86 -2.15 

 3 67.14   -4.29 -9.29 -1.43       0 -0.72  6.43 -2.86 -5. 

 4 99.29   23.58    30. 35.72 27.15 30.72 

chr all 1 81.43    2.14  3.57  2.86  2.86  3.57  8.57 14.29 13.57 

 2 79.29    1.43  5.  2.86  2.86  6.43 12.86 10. 15. 

 3 74.29   -2.85  3.58  2.86  2.86  5.  6.43  9.29 11.43 

 4 98.57    8.57    22.14 28.57 29.28 32.14 

 

Comparing the results of combiners at the best feature selection method of Cluster-Del, at the largest 

feature size, we found that the best are FSC and occasionally bagging, while RSM always 

underperformed. For all the data sets, at the largest feature set size, FSC using neural networks was 

consistently the best combiner. Except at chr15 where FSC was best using kNN and 1-NN, while neural 

networks was closely behind. Bagging was equal to FSC using kNN and 1-NN at two data sets only, 

chr10 and chr15. Single was also equal to FSC using kNN and 1-NN at chr10, chr15 and N-all. In 

figures 4 to 7 boxplots show the performance of each combiner at the various chromosomes and feature 

set sizes. We find that FSC yields the lowest variance in results compared to other combiners indicating 

robustness. Contrary to other combiners, it never reaches below 50 percent. Also we found that at the 

largest feature set size 4, minimum rates recorded, using FSC with other classifiers, are higher than the 

minimum rates of the other combiners. In Table 7 we also find that for the N-all data that is a merge of 

all chromosomes, FSC yields the maximum rate using any of the three classifier types; neural, kNN or 

1NN.  

Comparing results of the system consisting of the clustering-Del, FSC and neural network for the 

different chromosome data sets, we found that the optimum rate of 100% was achieved for most 

chromosomes. At the largest feature set size chr17 and chr22 yielded lower rates of 99.29, while the 

merging of all chromosomes, i.e. N-all, yielded a further lower rate of 98.57. These rates are higher 

than other sizes or feature selection methods. Looking at the statistics of each chromosome in Figure 9, 

we see the classification rates averaged over the different feature selection methods, classifiers and 

combiners, and find three groups of performances.  We find that chromosome 10 yields the lowest 
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classification rate averaged over the different classifier and combiner types. Chromosomes 7 and 22 

yield higher rates and variances. Chromosomes 15 and 17 yield the highest average rates with a higher 

variance.  The merging of all chromosomes yielded average rates and variances that are an average 

between the three groups. Figure 10 displays a comparative image that shows the maximum rate 

achieved by each feature selection method at the different chromosome sizes. It indicates that PCA 

methods are generally yielding lower rates. It also shows that chr10 chromosome yields the most 

number of low rates while chr15 and chr17 yield the largest number of high rates. The figure also 

displays the largest size at which an optimum rate is achieved by each of the chromosomes. 

Table 7  clustering with deleted redundancies, “Cluster-Del”. 

Chromosome Eigen Combiner system classifier Classification rate 

chr7 1 FSC SVM.3 77.86 

 2 Bagging 

FSC 

FSC 

N. Net 

SVM1 

SVM.3 

73.57 

72.86 

72.14 

 3 Single 

FSC, bagging, RSM 

bagging 

N.Net 

N.Net 

k-NN 

69.29 

67.86 

67.86 

 4 FSC N.Net 100 

chr10 1 RSM N.Net 65 

 2 RSM 

Single, bagging 

N.Net 65 

63.57 

 3 RSM N.Net, SVM1 61.43 

 4 FSC  

Single, bagging, FSC 

N.Net  

kNN, 1-NN 

100 

100 

chr15 1 Bagging kNN 80.71 

 2 Single, bagging,  

bagging 

kNN 

N.Net 

78.57 

78.57 

 3 RSM SVM1 83.57 

 4 Single, bagging, FSC kNN, 1-NN 100 

chr17 1 FSC, RSM 

FSC 

bagging 

N.Net 

kNN 

N.Net 

79.29 

78.57 

78.57 

 2 FSC, RSM 

bagging 

N.Net 78.57 

77.86 

 3 Bagging 

RSM 

N.Net 75.71 

75 

 4 FSC N.Net 99.29 

chr22 1 FSC, Bagging 

FSC 

N.Net 

kNN 

68.57 

68.57 

 2 Single 

FSC, RSM 

kNN 

kNN 

65.71 

65 

 3 RSM 

Single  

SVM1 67.14 

65.71 

 4 FSC N.Net 99.29 

chr all 1 Bagging  N.Net 80 

 2 FSC kNN 79.29 

 3 Single  N.Net 74.29 

 4 Single, FSC 

Single, bagging, FSC 

FSC 

kNN 

1-NN 

N.Net 

98.57 
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Figure 4 Statistics of the bagging combiner 

classification rate at different chromosomes 

using different classifiers 

 

Figure 5 Statistics of the FSC combiner 

classification rate at different chromosomes 

using different classifiers 

 

Figure 6 Statistics of the RSM combiner 

classification rate at different chromosomes 

using different classifiers 

 

Figure 7 Statistics of the Single classifiers 

classification rate at different chromosomes 

using different classifiers 
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Figure 8 display of best classifiers at the different chromosome sizes and feature selection methods. 

Clustering methods C2nd, C3rd and C4th were not experimented at chromosome size 4 

 
Figure 9 Statistics at different chromosomes over different combiners, classifiers, and feature 

selection methods 

 
Figure 10 maximum classification rate of nine feature selection methods at each chromosome  size. 

(sPCA: serial PCA, rPCA: random PCA, clst: Clustering, PCAc: PCA-Clustering, cPCA: clustering-PCA, C2nd: 2nd stage 

sorted clustering, C3rd: 3rd stage sorted clustering, C4th: 4th stage sorted clustering, ClsD: Clustering with deleted 

redundancies) 
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6. Conclusion 

Autism is a disorder with detrimental effects that increase with age. This effect can be reduced if the 

disorder is detected early and therapy is introduced. Current detection methods are based on behavioral 

examinations which lead to delayed detection. Using machine learning techniques we aim to use CGH 

data obtained from five chromosomes to design an automated system that speeds up the detection 

process. The system helps to improve detection, identification and diagnosis of autism. This will benefit 

both victims and society in general and will lead to early diagnosis and new treatments. 

The designed system consists of four stages of preprocessing, feature selection (or dimensionality 

reduction), classification then classifier combination. The importance of the second stage is due to the 

widely known curse of dimensionality. For the data under investigation, without dimensionality 

reduction, classifier decisions would be similar to a wild guess. We experiment with existing methods 

such as PCA and clustering to reduce the data dimensionality. We proposed several variants of these 

methods that lead to significant improvements over existing methods. For the third stage we 

experimented with k-nearest neighbor, 1-nearest neighbor, backpropagation neural network and support 

vector machine classifiers. At the fourth stage combiner methods used were bagging, random subspace, 

(RSM) and feature selection based combiners, (FSC). Sum fusion was used to fuse the component 

classifier decisions. 

We repeated the experiments at four feature set sizes and found that optimum performance can be 

achieved using the largest feature set size, which includes a number of features between 150 and 500 

features, depending on the chromosome data set. This optimum 100% or closely lower rate was 

achieved using the neural network classifier when combined using FSC and only when clustering with 

deleted redundancies feature selection method was used. While FSC yields the best rate for all 

chromosomes, bagging with nearest neighbor classifiers yielded this optimum rate for two of the 

chromosomes.  

The application of machine learning tools for identification of autism using CGH data is rare.  Through 

our proposed technique we showed that it is possible to detect autism using CGH data through machine 

learning techniques. The implementation of such a system will lead to early intervention and enables 

us to detect if a subject has the potential to develop autism using the subjects’ gene data, even before 

any behavioral symptoms start to appear. 
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Appendix A 
 

A.1 Principal Component Analysis, PCA:  

PCA is a method used to extract useful information in data using statistical techniques. This yields a 

rearrangement of the feature space to highlight features with most information. Based on PCA the steps 

required to obtain a new representation of the data are: 

1- Zero the mean of the data along each dimension by subtracting the mean from each dimension. 

2- Calculate the covariance matrix. For an n dimension data this will be an n by n matrix. Therefore, 

for our data that has a large number of features, the process must be applied, in a multistage PCA, 

to small groups of features, in parallel, then applied again to the best outcomes of the small groups 

of features. 

3- Calculate the eigenvectors and eigenvalues of the covariance matrix. 

4- The eigenvectors of the highest eigenvalues are the principal components or the required new 

feature space with higher information. 

A.2 Clustering 

Data clustering is commonly used to find clusters, or classes, of data in an unsupervised classification 

problem. All methods start by defining a temporary cluster center that is gradually moved as relevant 

samples are assigned to the cluster. The methods differ in the techniques used to assign samples to 

clusters. Additionally, several methods are used to merge or divide clusters. 
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Appendix B 

Table B2 Chromosomal regions and genes that are implicated in risk for ASD, and associated 

genetic disorders and syndromes including the 5 targeted  regions of SD-rich described in 

Table B1 [54, 55]. 

 Chromosome 
region 

Gene Phenotype 

M
e

n
d

e
lia

n
 S

yn
d

ro
m

e
s 

6q23.3 AHI1 Joubert syndrome 

7q35-q36.1 CNTNAP2 Recessive EPI syndrome, ASD, ADHD, TS, OCD 

9q34.13 TSC1 Tuberous Sclerosis type I 

10q23.31 PTEN Cowden disease* 

11q13.4 DHCR7 Smith-Lemli-Opitz syndrome 

12p13.33 CACNA1C Timothy syndrome 

15q11.2 UBE3A Angelman syndrome 

16p13.3 TSC2 Tuberous Sclerosis type II 

17q11.2 NF1 Neurofibromatosis 

Xp21.2 DMD Duchenne muscular dystrophy 

Xp21.3 ARX LIS, XLID, EPI, ASD 

Xp22.13 CDKL5 X-linked infantile spasm syndrome 

Xq27.3 FMR1 Fragile X syndrome 

Xq28 MECP2 Rett syndrome 

R
ar

e
 V

ar
ia

n
ts

 

1q21.1 NBPF9 ASD, ID, SCZ, ADHD, EPI 

2p16.3 NRXN1 ASD, ID, language delay, SCZ. 

3p13 FOXP1 ID, ASD, SLI 

6q16.3 GRIK2 Recessive ID 

7q11.23 FKBP6/CLIP2 ASD, ID, language delay 

7q31.1 FOXP2 SLI 

11q13.3-q13.4 SHANK2 ASD, ID 

15q11-q13 MAGEL2/ NDN ASD, EPI, ID 

16p11.2 VPS35/ORC6 ASD, ADHD, ID, EPI, SCZ 

16p13.3 A2BP1 ID, ASD, EPI, SCZ, ADHD 

17q11.2 SLC6A4 ASD, OCD 

17q12 ACCN1/PNMT ASD, SCZ, EPI 

22q11.21  DiGeorge syndrome, SCZ, ASD, ID.BPAD 

22q13.33 SHANK3 ASD, Phelan McDermid syndrome** 

Xq13.1 NLGN3 ASD 

Xp22.11 PTCHD1 ASD, ID 

Xp22.32-p22.31 NLGN4X ASD, ID, TS, ADHD 

C
o

m
m

o
n

 A
lle

le
s 

1q42.2 DISC1 SCZ,BPAD 

2q31.1 SLC25A12 ASD 

3p25.3 OXTR ASD 

7q31.2 MET ASD, Diabetes II 

7q22.1 RELN ASD 

7q36.3 EN2 ASD 

12q14.2 AVPR1A ASD 

17q21.32 ITGB3 ASD 

Abbreviations:  LTD, long-term depression; LTP, long-term potentiation; PPI, prepulse inhibition; E/I, excitatory/inhibitory; 

PSD, postsynaptic density; ASD, autism spectrum disorders; SCZ, schizophrenia; ADHD, attention deficit hyperactivity disorder; 

ID, intellectual disability; XLID, X-linked intellectual disability; LIS, lissencephaly; EPI, epilepsy; OCD, obsessive compulsive 

disorder; TS, Tourette syndrome; SLI, speech and language impairment; USV, ultrasonic vocalization; TF, transcription factor; 

ECM, extracellular matrix; GPCR, G-protein-coupled receptor;BPAD, Bipolar affective disorder.  

*A rare autosomal dominant inherited disorder  characterized by multiple tumor-like growths, increased risk of certain 

forms of cancer, and diverse clinical features including  neurologic features such as autism and Lhermitte Duclos disease 

(Tsuchiya et al., 1998 & Zhou et al.,2001). 

** A genetic syndrome caused by disruption of the SHANK3 gene which codes for the shank3 protein. The protein most 

important role is in the brain. It is involved in processes crucial for learning and memory. It also has an important role in 

brain development. It is also known as 22q13.3 deletion syndrome and is highly associated with autism. 

Human (Homo sapiens) Genome Browser Gateway, http://genome.ucsc.edu/cgi-bin/hgGateway. 

http://genome.ucsc.edu/cgi-bin/hgGateway
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Table B1. The five segmental duplication (SD)-rich regions used in this study that are 

implicated in risk for ASD. 

Chromosome # Start End Length (bp) 

7 61058424 81999980 20,941,556 

10 77000071 91999901 14,999,830 

15 18260026 34999924 16,739,898 

17 12000112 22187009 10,186,897 

22 14430001 25999992 11,569,991 
*bp: base-pairs. 

 


